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Abstract This paperintroduces an novel approach to face recog-

The paper introduces a novel approach to face recogrlpition that can be classified among the techniques from

tion that exploits plurality of representation to achievethe second research direction, as it exploits representati

robust face recognition. The proposed approach was sulurality to achieve robust recognition. The proposed ap-

mitted as a representative of the University of Ljubljan"02ch crops the facial region from each input image in

and Alpineon d.0.0. to the 2013 face recognition compdhree differentways. It then maps each of the three crops
tition that was held in conjunction with the IAPR Inter- Into one of four color representations and finally extracts

national Conference on Biometrics and achieved the beSgveral feature types from each of the twelve facial rep-
overall recognition results among all competition partic-résentations. As will be shown, the described procedure
ipants. Here, we describe the basic characteristics of th€SUlts in a total of thirty facial representations that are

submitted approach, elaborate on the results of the conf®Mpined at the matching score level using a fusion ap-
petition and, most importantly, present some general find2"0ach based on linear logistic regression (LLR).

ings made during our development work that are of rele- 1 € presented approach was recently enlistmaong

vance to the broader (face recognition) research commdi€ participants of the 2013 face recognition competi-
nity. tion that was held in conjunction with the IAPR Inter-

national Conference on Biometrics, which is one of the
1 Introduction premier conferences on the subject of biometrics. The

competition was conducted on the MOBIO database [5],
Despite the progress made during the last decades, the @rich features facial images taken in uncontrolled con-
isting face recognition technology still suffers from someyitions using various mobile devices. The enlisted ap-
drawbacks that relate mainly to the use of the teChnO'quroach achieved the best overall performance among all
in uncontrolled and unconstrained environments. In Su%rticipants and demonstrated h|gh|y robust performan_
environments the technology commonly achieves muce [6]. The goal of this paper is two-fold) to describe
lower recognition rates than under controlled and supeghe system enlisted in the 2013 ICB face recognition com-
vised conditions. petition, and, more importantlji) to present some gen-

Two dominant research directions have emerged 3| findings made during our development work.

address this prOblem. The first focuses on eXtraCting in- The rest of the paper is structured as follows: Sec-
variant yet discriminative facial features which can bQion 2 introduces the novel p|ura|ity_based approach, but
used with robust classification approaches to cope witdjusts the description to the specifics of the competition.
facial appearance changes caused, for instance, by illgr Section 3 experiments conducted during the develop-
mination, expression or pose changes. Examples of teGhent work are presented. These experiments assess dif-
niques from this research direction can be found in [1ferent aspects of the proposed approach and are important
or [2]. The second research direction with respect to rap the wider face recognition community as well. Com-
bust face recognition focuses on combining several facighrative results with other participants are also presente

representations and overcoming externally induced facig{ this section. The paper concludes with some final com-
appearance changes by considering information in diffefents in Section 4.

ent feature spaces. Examples of techniques from this di-
rection are presented in [3] or [4]. 2 Proposed methodology
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Programme for Strengthening Regional Development Palerfor the  \yere provided with the MOBIO database by the compe-
Period 2007-2013, contract No. 3211-10-000467 (KC Clasd)Eu-
ropean Union's Seventh Framework Programme (FP7-SEC:20X) 1As a representative of the University of Ljubljana and Agsn
under grant agreement number 285582 (RESPECT). The awttidis d.0.0.
tionally appreciate the support of COST Actions IC 1106 &D#i206.
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Figure 1: A simplified diagram of the proposed approach

tition organizers. A face detection and eye localizatiol
procedure was, therefore, unnecessary. An overview |
our approach is shown in Fig. 1. Clearly, its most basif
characteristic is plurality of facial representations.

In the first step, the proposed approach uses the mg
ually marked eye-coordinates and an automatically d¢
tected mouth location to geometrically normalize eacl
given facial image. Once the image is normalized, the, . o ) .
system crops the facial area from the input image bas&dPure 2: Geometric normalization: illustration of the pee
on bounding boxes of three different sizes. The croppin%lUIre (left), sample cropped intensity images (right)
procedure results in three distinct facial areas (a tightl¥n

2 “alization of the facial area. The mouth detection step of
a normally and a broadly cropped one), each of which the approach is conducted based on the technique pro-
then represented in tREC'HCr color space. In the next

step. the luminance component of the crooped ima $osed by Pozne in [9]. Using the provided eye-coordina-
tep, the . Pe . P 9%8s and the detected mouth position, the facial area is then
(i.e., Y) is subjected to aetina-modelingbased photo-

. R . . eometrically normalized in accordance with the proce-
metric normalization procedure [7]. This processing steg y P

oroduces a normalized version of the facial image (def_ure illustrated on the left side of Fig. 2. The image is

. . . i i h hat the li ing th
noted asPn in the remainder) and together with the re- Irst rgtqted In such a way_t. att € line conn.ectlng t.e
o ! eyes is in a horizontal position, while the facial area is
maining color components (i.eY,, Cb, and Cr com-

. . then cropped in respect with the inter-occular distance
ponents) forms the basis for feature extraction. In th P P

%Qd rescaled to a fixed size b8 x 128 pixels. Adjust-

feature extraction step, various image descriptors, su?neg the value of the coefficients , ks, ks, andk, results

as intensity values, Gabor features and LBP features are .. .
in"differently cropped facial areas. For our approach we

first computed from the image representations and theUnse: ky = ks = 0.8, ks = 0.4, ks = 0.3 for the tight

subjected to PCA for dimensionality reduction. In the rop. k1 = ko = 1.0, ks = 0.6, ks = 0.7 for the normal

last ;tep, _aII (subspgce) feature vectors cor.respondlngcpOIO andk, — ky — 1.25.ks — 1.0, ks — 1.0 for the
the given input test image are matched against the corre: ~d crop. Some examples of the cropped images are
sponding enrollment feature vectors to produce similarit :

scores. which are normalized usina a special tvoe of Z 112N ON the right side of Fig. 2. Note that all regions of
' gasp yp If e bounding box that are outside of the image area are

normalization and ultimately combined using a variant o .
the recently propose#mporal fusiori8], [6]. padded with zeros.

2.3 Representation plurality

2.2 Preprocessin

P . g After the preprocessing procedure the face is represented
The pr_eproces&ng_procedure of the proposgd aPProainree different ways - with a tightly, normally and bro-
comprises two distinct steps as already outlined in thgdly cropped facial area. To exploit representation plu-

previous section, i.e., mouth detection and geometric norré“ty at all levels, we transform the initidkG B color



3 Experiments and results

All of our experiments presented in the remainder of this
section are conducted on the MOBIO database, which
; was also the database of choice for the competition. The
Figure 3: Face representation with color components (fefin | database was recorded with mobile devices (mobile pho-
to right): Y, Cb, Cr componentspPn nes and notebooks) in uncontrolled conditions and, there-
fore, represents quite a challenge to the existing facegreco
Table 1: Summary of feature representations for each cf# ty njtion technology. The database was partitioned into three

Y [Cb | Cr | Pn distinct sets for the competitioi):the training sefwhich
Intensity values| o | o | o . was reserved for training background models (such as
fggor P PCA or LDA transformation matrices, UBM models, etc.)

and potentially for score normalizatioif), the develop-
ment set which was used to train any hyper-parameters

space of the fac_|al Images into the_chroma)ﬁé?bCf of the adopted recognition approach (e.g., feature space
color space, which was found previously to be hlghlinmension::llity, fusion parameters, etc.), @ndhe eval-

suitable for the task of face recognition [10], and repre-

. . uation set which was employed to assess the final per-
sent each facial crop using each of th.e. three color COMPRs mance of the submitted approach. Note that only for
nents of theYC_bCr color space. Additionally, we adopt images from the training and development sets identity
the phqtometncal normal|zat_|on procedure_ from [7.] tomformation was available, while the evaluation set was
normalize theY” component with respect to |IIum|nat_|on shipped to the competition participants in an anonymized
and use the resufn as our fourth color representation.

. form. The final performance metrics and graphs were,
The presented procedure results in 12 “color” represent; b grap

tions (3 facial crops< 4 color channels), which form the f’herefore, generated by the organizers of the competition.

basis for the feature extraction procedure (see Fig. 3) The experiments were conducted on subsets of im-
procecure {see Fig. o). ages belonging to either female or male subjects. A total

To capture as much of the discriminative information . . . e
of approximately 95000 (client and impostor) verification

/DS of feature vectors fom the facil areas. namely, fe2eTPLS were conducted on the development set and ap-
yp . . . ! Y roximately 190000 (client and impostor) verification at-
ture vectors comprised of intensity values, Gabor magnf— mpts were conducted on the evaluation set

tude responses [11] and local binary patterns (LBP-s) [12]. To measure the performance of the submitted appro-

Note that we compute all three types of featl_Jres onlXches the false acceptance (FAR) and false rejection rates
from the grey-scale and photometrically normalizes colo FRR) were used. These rates were also adopted to pro-

ghagrneellzevc\j’ho”rﬁ t?c? dcgrz\cl):fzgucrgls;gt%?;p(;?rﬁtﬁ:;dva(_juce Detection Error Trade-off (DET) curves of the ex-
" y y eriments. As quantitative evaluation metrics, the Equal

ues and LBPs (see Fig. 1). This feature extraction proc%— ror Rate (EER) on the development set and the Half

dure results in ten feature space representations for eatll. | Error Rate (HTER) on the evaluation set were used

type of facial crop, as shown in Table 1. In the final Ste%s well. For a detail explanation of the employed metrics
of the feature extraction procedure, all feature represen-

. ) nd performance graphs the reader is referred to [6].
tat|on_are r_napped into a PCA subspace to reduce the 31 During the development work we assessed the impact
mensionality of the feature vectors.

of various factors on the verification performance of our
2.4 Matching, score normalization and fusion approach. The results, which were generated using im-

The thirty feature representations (10 feature represen%ges of female and male subjects together, are shown in

tions x 3 facial crops) obtained with the procedure de- Ig. 4. As we can see in Fig. 4 (a), different color rep-

scribed in the previous section are used individually irr\esentanons result in different verification performance

the matching procedure. Once an identity claim is rﬁadeWh|le all representations combined (using LLR fusion)

the feature representations derived from the probe image-u'e the best results. Similar findings can also be ob-

are matched against the corresponding feature repres ﬁ_rved n F|g. 4 (b) for the cropping type. The normally_
cropped facial area ensures the best results, followed in

tat|oqs .Of _the target image resultmg in thirty r.natCh.mgorder by the broadly and tightly cropped areas. This in-
(or similarity) scores. Here, the whitened cosine simi-,. . . .

: : . dicates that information about the shape of the face is
larity measure is used to compute the matching scor

es. — o

Prior to the fusion procedure, all scores are also normafjj’tolé);g'%?\;vrgﬁggs r;ct:(?,[;g theerfroer(r::g:géogftgisﬁérle‘r?ts;e?_t
ized based on some background data using a special V%‘Fe i e’s (Fig. 4 (c)) wepcan see that the best verifi-
ant of zt—score normalization [13]. To combine the 30 yp 9- .

s . ! . cation results were achieved with Gabor magnitude fea-
zt—normalized matching scores into a single one that cgh

. . L ures, followed by LBPs and pure intensity values. Note
form the basis for identity inference, we adopt the re- : . o
: that the combined plurality-based approach significantly
cently proposed temporal fusion procedure, proposed l% . :
Poh and Kittler in [8]. tperformed the PCA+LDA baseline system provided
by IDIAP (Fig. 4 (d)).
2Note that the approach was tested in verification mode. Once our approach was trained and all hyper-parame-
ters were set on the development image set of the MO-
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Figure 4: DET curves of the experiments. The results shovetfieet of color, crop type, feature choice on the verificatierfor-
mance of the proposed approach. The final plot compares thbined approach to the baseline approach from the competiti

Table 2: Summary of participants 4 Conclusion

Institution Short System/approach We have presented a novel approach to face recognition
Baseline Baseline PCA+LDA exploiting plurality of representation to achieve robust
dC:s”tTrgC‘:lengg‘éiee'gpApveamnggés CDTA LBS';'S*igﬁfd face recognition. We have described a recent face recog-
University of Campinas - UC-HU  Hierarch. covolutional  Nition competition, where the presenteq approach a(.:hl—
Harvard University neural network eved the overall best performance and highlighted the im-
?”LPEVIQ University of TuT o tGabOF'LBP portance of color, shape and feature type choice for the
echnology istogram sequence i
Idiap Research Institute Idiap Gabor+LBP task of face recognition.
University of Technology UTS Gabor phase + local
Sydney phase quantization References
Galician R&D Center in GRAD Gabor+oriented edge .
; : 1] J. Wright, A. Yang, A. Ganesh, S. Sastry, and Y. Ma
Advanced Telecommunicat. magnitudes [ ’ ! ! ’ !
CPgD CPgD Four typgs of LBPs “Robust Face recognition via sparse representati&ftE
+ SVM TPAM], vol. 31, no. 2, pp. 210-227, 2009.

Table 3: Results on the evaluation set (taken from [6])

Instit. EER () HTER () EER(m) HTER(m)
Baseline 14.7 % 20.9 % 14.8 % 171 %
CDTA 10.7 % 28.5% 7.7 % 11.9%
UC-HU 4.7 % 10.8 % 3.5% 6.2%
TUT 8.6 % 13.9% 7.3% 11.5%
IDIAP 6.2% 125% 6.6 % 10.3%
UTS 7.5 % 13.6 % 6.1% 12.0%
GRAD 54% 123 % 3.1% 9.5%
CPgD 6.3 % 11.2% 55% 7.7 %
Ours 2.8% 10.5% 1.7% 75%

(2]

(3]

(4]

(5]

(6]

BIO database, we conducted experiments on the evalua-
tion image set and submitted the results to the organizersgy]
Seven other institutions submitted their results as well. A
brief summary of the participating institutions and their
systems is shown in Table 2. For a more detail descrip{€l

tion have a look at [6].

The results of the competition are shown for images

of female subjects (marked with (f)) and images of male[g

subjects (marked with (m)) in Table 3. Note that on the
developmentset, where the EERs were computed, our ap-
proach clearly outperforms all other participants. On th&l0]
evaluation set, where the HTERs were computed, our ap-

proach still performs the best for the experiments Wit:ﬂl ]
images of female subjects and ranks in second on t
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