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Abstract
The paper introduces a novel approach to face recogni-
tion that exploits plurality of representation to achieve
robust face recognition. The proposed approach was sub-
mitted as a representative of the University of Ljubljana
and Alpineon d.o.o. to the 2013 face recognition compe-
tition that was held in conjunction with the IAPR Inter-
national Conference on Biometrics and achieved the best
overall recognition results among all competition partic-
ipants. Here, we describe the basic characteristics of the
submitted approach, elaborate on the results of the com-
petition and, most importantly, present some general find-
ings made during our development work that are of rele-
vance to the broader (face recognition) research commu-
nity.

1 Introduction

Despite the progress made during the last decades, the ex-
isting face recognition technology still suffers from some
drawbacks that relate mainly to the use of the technology
in uncontrolled and unconstrained environments. In such
environments the technology commonly achieves much
lower recognition rates than under controlled and super-
vised conditions.

Two dominant research directions have emerged to
address this problem. The first focuses on extracting in-
variant yet discriminative facial features which can be
used with robust classification approaches to cope with
facial appearance changes caused, for instance, by illu-
mination, expression or pose changes. Examples of tech-
niques from this research direction can be found in [1]
or [2]. The second research direction with respect to ro-
bust face recognition focuses on combining several facial
representations and overcoming externally induced facial
appearance changes by considering information in differ-
ent feature spaces. Examples of techniques from this di-
rection are presented in [3] or [4].
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This paper introduces an novel approach to face recog-
nition that can be classified among the techniques from
the second research direction, as it exploits representation
plurality to achieve robust recognition. The proposed ap-
proach crops the facial region from each input image in
three different ways. It then maps each of the three crops
into one of four color representations and finally extracts
several feature types from each of the twelve facial rep-
resentations. As will be shown, the described procedure
results in a total of thirty facial representations that are
combined at the matching score level using a fusion ap-
proach based on linear logistic regression (LLR).

The presented approach was recently enlisted1 among
the participants of the 2013 face recognition competi-
tion that was held in conjunction with the IAPR Inter-
national Conference on Biometrics, which is one of the
premier conferences on the subject of biometrics. The
competition was conducted on the MOBIO database [5],
which features facial images taken in uncontrolled con-
ditions using various mobile devices. The enlisted ap-
proach achieved the best overall performance among all
participants and demonstrated highly robust performan-
ce [6]. The goal of this paper is two-fold:i) to describe
the system enlisted in the 2013 ICB face recognition com-
petition, and, more importantly,ii) to present some gen-
eral findings made during our development work.

The rest of the paper is structured as follows: Sec-
tion 2 introduces the novel plurality-based approach, but
adjusts the description to the specifics of the competition.
In Section 3 experiments conducted during the develop-
ment work are presented. These experiments assess dif-
ferent aspects of the proposed approach and are important
to the wider face recognition community as well. Com-
parative results with other participants are also presented
in this section. The paper concludes with some final com-
ments in Section 4.

2 Proposed methodology

2.1 Overview
Before we start with the description of the novel approach,
please note that the eye-coordinates of all facial images
were provided with the MOBIO database by the compe-

1As a representative of the University of Ljubljana and Alpineon
d.o.o.
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Figure 1: A simplified diagram of the proposed approach

tition organizers. A face detection and eye localization
procedure was, therefore, unnecessary. An overview of
our approach is shown in Fig. 1. Clearly, its most basic
characteristic is plurality of facial representations.

In the first step, the proposed approach uses the man-
ually marked eye-coordinates and an automatically de-
tected mouth location to geometrically normalize each
given facial image. Once the image is normalized, the
system crops the facial area from the input image based
on bounding boxes of three different sizes. The cropping
procedure results in three distinct facial areas (a tightly,
a normally and a broadly cropped one), each of which is
then represented in theY CbCr color space. In the next
step, the luminance component of the cropped images
(i.e., Y ) is subjected to aretina-modeling-based photo-
metric normalization procedure [7]. This processing step
produces a normalized version of the facial image (de-
noted asPn in the remainder) and together with the re-
maining color components (i.e.,Y , Cb, andCr com-
ponents) forms the basis for feature extraction. In the
feature extraction step, various image descriptors, such
as intensity values, Gabor features and LBP features are
first computed from the image representations and then
subjected to PCA for dimensionality reduction. In the
last step, all (subspace) feature vectors corresponding to
the given input test image are matched against the corre-
sponding enrollment feature vectors to produce similarity
scores, which are normalized using a special type of ZT
normalization and ultimately combined using a variant of
the recently proposedtemporal fusion[8], [6].

2.2 Preprocessing
The preprocessing procedure of the proposed approach
comprises two distinct steps as already outlined in the
previous section, i.e., mouth detection and geometric nor-

Figure 2: Geometric normalization: illustration of the proce-
dure (left), sample cropped intensity images (right)

malization of the facial area. The mouth detection step of
the approach is conducted based on the technique pro-
posed by Pozne in [9]. Using the provided eye-coordina-
tes and the detected mouth position, the facial area is then
geometrically normalized in accordance with the proce-
dure illustrated on the left side of Fig. 2. The image is
first rotated in such a way that the line connecting the
eyes is in a horizontal position, while the facial area is
then cropped in respect with the inter-occular distance
and rescaled to a fixed size of128× 128 pixels. Adjust-
ing the value of the coefficientsk1, k2, k3, andk4 results
in differently cropped facial areas. For our approach we
use: k1 = k2 = 0.8, k3 = 0.4, k4 = 0.3 for the tight
crop,k1 = k2 = 1.0, k3 = 0.6, k4 = 0.7 for the normal
crop andk1 = k2 = 1.25, k3 = 1.0, k4 = 1.0 for the
broad crop. Some examples of the cropped images are
shown on the right side of Fig. 2. Note that all regions of
the bounding box that are outside of the image area are
padded with zeros.

2.3 Representation plurality
After the preprocessing procedure the face is represented
in three different ways - with a tightly, normally and bro-
adly cropped facial area. To exploit representation plu-
rality at all levels, we transform the initialRGB color



Figure 3: Face representation with color components (from left
to right): Y , Cb, Cr components,Pn

Table 1: Summary of feature representations for each crop type

Y Cb Cr Pn

Intensity values • • • •

Gabor • - - •

LBP • • • •

space of the facial images into the chromaticY CbCr

color space, which was found previously to be highly
suitable for the task of face recognition [10], and repre-
sent each facial crop using each of the three color compo-
nents of theY CbCr color space. Additionally, we adopt
the photometrical normalization procedure from [7] to
normalize theY component with respect to illumination
and use the resultPn as our fourth color representation.
The presented procedure results in 12 “color” representa-
tions (3 facial crops× 4 color channels), which form the
basis for the feature extraction procedure (see Fig. 3).

To capture as much of the discriminative information
of the facial representations as possible we derive three
types of feature vectors from the facial areas, namely, fea-
ture vectors comprised of intensity values, Gabor magni-
tude responses [11] and local binary patterns (LBP-s) [12].
Note that we compute all three types of features only
from the grey-scale and photometrically normalizes color
channels, while the chromatic color componentsCb and
Cr are used only to derive feature vectors of intensity val-
ues and LBPs (see Fig. 1). This feature extraction proce-
dure results in ten feature space representations for each
type of facial crop, as shown in Table 1. In the final step
of the feature extraction procedure, all feature represen-
tation are mapped into a PCA subspace to reduce the di-
mensionality of the feature vectors.

2.4 Matching, score normalization and fusion
The thirty feature representations (10 feature representa-
tions× 3 facial crops) obtained with the procedure de-
scribed in the previous section are used individually in
the matching procedure. Once an identity claim is made2,
the feature representations derived from the probe image
are matched against the corresponding feature represen-
tations of the target image resulting in thirty matching
(or similarity) scores. Here, the whitened cosine simi-
larity measure is used to compute the matching scores.
Prior to the fusion procedure, all scores are also normal-
ized based on some background data using a special vari-
ant of zt−score normalization [13]. To combine the 30
zt−normalized matching scores into a single one that can
form the basis for identity inference, we adopt the re-
cently proposed temporal fusion procedure, proposed by
Poh and Kittler in [8].

2Note that the approach was tested in verification mode.

3 Experiments and results

All of our experiments presented in the remainder of this
section are conducted on the MOBIO database, which
was also the database of choice for the competition. The
database was recorded with mobile devices (mobile pho-
nes and notebooks) in uncontrolled conditions and, there-
fore, represents quite a challenge to the existing face recog-
nition technology. The database was partitioned into three
distinct sets for the competition:i) the training set, which
was reserved for training background models (such as
PCA or LDA transformation matrices, UBM models, etc.)
and potentially for score normalization,ii) the develop-
ment set, which was used to train any hyper-parameters
of the adopted recognition approach (e.g., feature space
dimensionality, fusion parameters, etc.), andiii) the eval-
uation set, which was employed to assess the final per-
formance of the submitted approach. Note that only for
images from the training and development sets identity
information was available, while the evaluation set was
shipped to the competition participants in an anonymized
form. The final performance metrics and graphs were,
therefore, generated by the organizers of the competition.

The experiments were conducted on subsets of im-
ages belonging to either female or male subjects. A total
of approximately 95000 (client and impostor) verification
attempts were conducted on the development set and ap-
proximately 190000 (client and impostor) verification at-
tempts were conducted on the evaluation set.

To measure the performance of the submitted appro-
aches the false acceptance (FAR) and false rejection rates
(FRR) were used. These rates were also adopted to pro-
duce Detection Error Trade-off (DET) curves of the ex-
periments. As quantitative evaluation metrics, the Equal
Error Rate (EER) on the development set and the Half
Total Error Rate (HTER) on the evaluation set were used
as well. For a detail explanation of the employed metrics
and performance graphs the reader is referred to [6].

During the development work we assessed the impact
of various factors on the verification performance of our
approach. The results, which were generated using im-
ages of female and male subjects together, are shown in
Fig. 4. As we can see in Fig. 4 (a), different color rep-
resentations result in different verification performance,
while all representations combined (using LLR fusion)
ensure the best results. Similar findings can also be ob-
served in Fig. 4 (b) for the cropping type. The normally
cropped facial area ensures the best results, followed in
order by the broadly and tightly cropped areas. This in-
dicates that information about the shape of the face is
also of high importance to the recognition task. Last but
not least, if we look at the performance of different fea-
ture types (Fig. 4 (c)), we can see that the best verifi-
cation results were achieved with Gabor magnitude fea-
tures, followed by LBPs and pure intensity values. Note
that the combined plurality-based approach significantly
outperformed the PCA+LDA baseline system provided
by IDIAP (Fig. 4 (d)).

Once our approach was trained and all hyper-parame-
ters were set on the development image set of the MO-
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Figure 4: DET curves of the experiments. The results show theeffect of color, crop type, feature choice on the verification perfor-
mance of the proposed approach. The final plot compares the combined approach to the baseline approach from the competition

Table 2: Summary of participants

Institution Short System/approach
Baseline Baseline PCA+LDA
Centre de Développement CDTA LBP-based
des Technologies Avancées system
University of Campinas - UC-HU Hierarch. covolutional
Harvard University neural network
Tempere University of TUT Gabor-LBP
Technology histogram sequence
Idiap Research Institute Idiap Gabor+LBP
University of Technology UTS Gabor phase + local
Sydney phase quantization
Galician R&D Center in GRAD Gabor+oriented edge
Advanced Telecommunicat. magnitudes
CPqD CPqD Four types of LBPs

+ SVM

Table 3: Results on the evaluation set (taken from [6])

Instit. EER (f) HTER (f) EER (m) HTER (m)
Baseline 14.7 % 20.9 % 14.8 % 17.1 %
CDTA 10.7 % 28.5 % 7.7 % 11.9 %
UC-HU 4.7 % 10.8 % 3.5 % 6.2%
TUT 8.6 % 13.9 % 7.3 % 11.5 %
IDIAP 6.2 % 12.5 % 6.6 % 10.3 %
UTS 7.5 % 13.6 % 6.1 % 12.0 %
GRAD 5.4 % 12.3 % 3.1 % 9.5 %
CPqD 6.3 % 11.2 % 5.5 % 7.7 %
Ours 2.8% 10.5% 1.7% 7.5 %

BIO database, we conducted experiments on the evalua-
tion image set and submitted the results to the organizers.
Seven other institutions submitted their results as well. A
brief summary of the participating institutions and their
systems is shown in Table 2. For a more detail descrip-
tion have a look at [6].

The results of the competition are shown for images
of female subjects (marked with (f)) and images of male
subjects (marked with (m)) in Table 3. Note that on the
development set, where the EERs were computed, our ap-
proach clearly outperforms all other participants. On the
evaluation set, where the HTERs were computed, our ap-
proach still performs the best for the experiments with
images of female subjects and ranks in second on the
male images. In retrospective, the fusion process over-
fitted to the development image set. A simpler fusion
process would probably have resulted in better general-
ization over different image sets.

4 Conclusion

We have presented a novel approach to face recognition
exploiting plurality of representation to achieve robust
face recognition. We have described a recent face recog-
nition competition, where the presented approach achi-
eved the overall best performance and highlighted the im-
portance of color, shape and feature type choice for the
task of face recognition.
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