A case study on multi-modal biometrics in the cloud
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Abstract. Cloud computing is particularly interesting for the area of biometric recognition, where scalability, availability and accessibility are important aspects. In this paper we try to evaluate different strategies for combining existing uni-modal (cloud-based) biometric experts into a multi-biometric cloud-service. We analyze several fusion strategies from the perspective of performance gains, training complexity and resource consumption and discuss the results of our analysis. The experimental evaluation is conducted based on two biometric cloud-services developed in the scope of the Competence Centere CLASS, a face recognition service and a fingerprint recognition service, which are also briefly described in the paper. The presented results are important to researchers and developers working in the area of biometric services for the cloud looking for easy solutions for improving the quality of their services.
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1 INTRODUCTION

Biometric technology, capable of recognizing people based on their physiological and/or behavioral traits, is nowadays being used increasingly and deployed ever more widely. This development raises issues related to the accessibility and scalability of the existing biometric technology. To address these issues a scalable technology capable of operating on large amounts of data with sufficient storage and processing power, needs to be developed. A straight forward solution to the presented problem is the implementation of biometric technology for the cloud, where the cloud platform ensures appropriate scalability, sufficient amount of storage, and parallel processing capabilities. This solution also enables wide support for various devices [1], where the computationally heavy part is processed in the cloud, and only simple computations are left for a client device to process. The aforementioned scalability enables timely processing even when the number of client devices and verification requests change heavily and rapidly.

Another aspect of a successful biometric technology is its verification performance. In terms of performance, biometric techniques relying on a single biometric trait can only be improved to a certain extent whether they are cloud-based or not. Any additional improvements of uni-modal biometric systems can be either too costly or not even possible with the given state of technology. In such cases the use of multi-modal biometric systems may represent the solution in which the performance may be improved with no (or almost no) additional costs. Multi-modality in general is the ability of the system to base its output on more than one input modality. In the case of multi-modal biometric systems this implies that several biometric features are used for the process of verification.

In this paper, we address the problem of building cloud-based multi-biometrics system from existing uni-modal biometrics systems. This is important when building new services on top of existing commercial services, where the integration of several biometric traits ensures added value for the developed service. In this paper, we rely on implementations of face and fingerprint recognition systems developed in the scope of the KC
Table 1. Overview of typical fusion strategies.

<table>
<thead>
<tr>
<th>Fusion level</th>
<th>Short description</th>
<th>Representative references</th>
</tr>
</thead>
<tbody>
<tr>
<td>The signal or sensor level</td>
<td>Several impressions of the same biometric trait are captured and then an enhanced composite biometric sample that is better suited for recognition is created</td>
<td>[2], [3], [4], [5]</td>
</tr>
<tr>
<td>The feature level</td>
<td>Involves combining evidence of several biometric feature vectors of the same individual obtained from several information sources</td>
<td>[2], [6], [7]</td>
</tr>
<tr>
<td>The matching score level</td>
<td>Enables easy combination of matching scores of different experts and is, therefore, the most commonly used approach in multi-biometric systems</td>
<td>[2], [8], [9], [10], [11], [12], [13]</td>
</tr>
<tr>
<td>The decision level</td>
<td>Is sensible when the uni-modal experts provide access only to the final classification result [2]. Different techniques can be considered at this level, e.g., the AND- and OR-rules, majority voting, weighted majority voting and others</td>
<td>[2], [14], [15], [16]</td>
</tr>
</tbody>
</table>

CLASS project and assume that we do not have access to the implementations of the recognition services as this would be the case with commercial services as well. Thus, we assume that no modifications can be conducted on the existing experts and that we can rely only on data available as outputs from the two biometric experts. We study and analyze different combination (i.e., fusion) strategies and present our findings.

The rest of the paper is structured as follows. In Section 2 we briefly review the field of biometric fusion and present the basics of the uni-modal biometric experts used in this case study. In Section 3 we introduce the fusion strategies considered in the paper and present their assessment in Section 4. We conclude the paper with some final comments in Section 5.

2 BACKGROUND

2.1 Biometric fusion

The problem of biometric fusion has been widely discussed and analyzed in the scientific literature, including: [2], [13], [17], [4], [18], [19], [14]. In general, the process of fusion can be conducted at different levels of biometric verification, as shown in Table 1.

In this case study we assume that we do not have access to the implementations of the biometric services and that therefore not all fusion strategies are feasible. Typically, existing (commercial) biometric services only provide APIs for assessing either the verification result (accept or reject) or the matching score that measures the similarity between the input biometric sample and the template of the claimed identity. This means that only strategies from the last two levels of Table 1 can be considered for building a multi-modal biometric service from existing uni-modal ones.

2.2 The face expert

The following is a brief summary of the face expert used in the uni-modal face recognition cloud service (see Fig. 1 (a)):

- **Face detection, localization and pre-processing.**
  Facial detection is conducted based on the Viola-Jones object detector [20] and face landmark localization is done with PSEF correlation filters. This is followed by geometrical normalization, re-scaling of the facial crops to a fixed size of $128 \times 128$ pixels, and photometric normalization technique using the Tan and Triggs technique [21].

- **Feature representation.** Gabor magnitude features and LBP histograms are used as the feature representation for the face expert. To improve recognition performance, a vector of the first few DCT coefficients of the normalized facial image is also used in addition to the Gabor-LBP features.

- **Verification.** Verification is based on simple similarity measurements using the Bhattacharyya distance for the Gabor-LBP histogram sequence and the whitened cosine similarity measure for the DCT coefficients. The two similarity scores are then stacked together with various image-quality measures (see [22] for details - $Q$-stack) and the newly combined feature vector is ultimately subjected to an AdaBoost classifier to obtain the final matching score based on which verification is conducted.

2.3 The fingerprint expert

The following is a brief summary of the fingerprint expert used in the uni-modal fingerprint recognition cloud service (see Fig. 1 (b)) [23]:

- **Segmentation and image enhancement.** Fingerprint scans are first segmented to separate the fingerprint pattern from the background. The resulting fingerprint patterns are then enhanced through
binarization and ridge profiling [24].

- **Minutiae extraction.** The minutiae pattern is extracted from the profiled binary image by thinning of the ridge structures, removal of structure imperfections from the thinned image, and the final process of minutiae extraction. For each detected minutia its type (bifurcation or ending), spatial coordinates \((x, y)\) and the orientation of the ridge containing the minutia are stored as the templates for each given identity [24].

- **Matching and verification.** A minutiae-based matching algorithm is used in this stage to compare the template computed from the query fingerprint sample and the template corresponding to the claimed identity. Two fingerprints are declared a match when a sufficient number of minutiae match.

### 2.4 Cloud-based biometric recognition

For the aims of this case study, we build a multimodal cloud-based biometric service from the two experts presented in the previous two sections. Here, we perform most of the processing in the cloud exploiting the existing functionality of the two services, while the biometric fusion is implemented on the client side. Face and fingerprint images are first acquired via a camera and fingerprint scanner, respectively. The images are then sent from the client through a REST API to the two biometric cloud services. Each service consists of a middle-layer application, a biometric recognition engine and a database (see Fig. 1). In the case of face recognition, the middle-layer application forwards the received face image to the face recognition engine. In case of fingerprint recognition process, fingerprint images are forwarded from the middle-layer to the fingerprint recognition engine. Both engines then compute the verification results based on comparisons with template data stored in databases in the cloud and return the results to the client, where biometric fusion is ultimately performed.

### 3 Fusion strategies

As emphasized in one of the previous sections, the existing two biometric experts are capable of returning either the matching score of the given verification attempt or the verification decision (i.e., legitimate or illegitimate verification attempt). Fusion strategies at two different levels can, therefore, be considered for combining the two cloud-based experts, namely, the matching score and the decision level. In the remainder, we use the following notation to formalize the fusion strategies: we use \(w_1\) to denote the class of legitimate verification attempts, \(w_2\) to denote illegitimate verification attempt and \(\delta\) to denote a similarity score.

#### 3.1 Decision-level fusion rules

At the decision the biometric experts are first queried for the classification result \(w_{k}^{(j)}\) (for \(j = 1, 2, \ldots, J\) and \(k \in \{1, 2\}\)) and the results are then combined to arrive at the combined decision:

\[
\psi : \{w_{k}^{(1)}, w_{k}^{(2)}, \ldots, w_{k}^{(J)}\} \rightarrow w_{k}^{used}, \quad \text{where} \ k \in \{1, 2\} \tag{1}
\]

where \(w_{k}^{(j)}\) denotes the classification result of the \(j\)-th expert, \(w_{k}^{f}\) is the combined classification result and \(k \in \{1, 2\}\).

For this case study we consider two of the most common options for choosing the fusion function \(\psi\), namely, the AND- and OR-rules [16]. In the context of the biometric experts at our disposal the two rules, which assume that the class labels \(w_1\) and \(w_2\) are binary encoded, i.e., \(w_1 = 1\) and \(w_2 = 0\), are defined as:

\[
\psi_{\text{AND}}(w_{k}^{(1)}, w_{k}^{(2)}) = w_{k}^{f} = w_{k}^{(1)} \land w_{k}^{(2)}, \quad \text{and} \tag{2}
\]

\[
\psi_{\text{OR}}(w_{k}^{(1)}, w_{k}^{(2)}) = w_{k}^{fused} = w_{k}^{(1)} \lor w_{k}^{(2)}, \quad \text{where} \ \text{the indices} \ (1) \ \text{and} \ (2) \ \text{denote for the face and fingerprint experts, respectively, and} \ k \in \{1, 2\}. \tag{3}
\]

The decision level fusion strategies are in general easy to implement and provide a straightforward way of combining independent biometric experts. However, client applications exploiting these strategies cannot freely choosing the operating point of the multi-modal biometric system, which is imposed in a sense by the operating points of the uni-modal experts.
3.2 Matching-score-level fusion rules

Cloud-based biometric services can typically be queried for a similarity/matching score rather than the verification decision. The client application can then implement the verification procedure using a desired value for the decision threshold $\theta$. Such an operating mode is common in most biometric services and gives the client applications the option of choosing their own operating points.

This mode of operation gives rise to the second possibility for combining the two uni-modal biometric experts, namely, strategies at the matching score level. The general form for combining experts at this level can be written as follows:

$$\phi : \{\delta^{(1)}, \delta^{(2)}, \ldots, \delta^{(J)}\} \rightarrow \delta^f,$$

where $\phi$ is the fusion function and $\delta^f \in \mathbb{R}$ stands for the combined similarity score that can be used for verification. It is important to stress that the decision threshold for the combined scores needs to be recalculated for all operating points.

For our analysis presented in the next section, we implemented two fixed matching-level fusion rules: the weighted sum-rule and the weighted product-rule, they are defined as follows:

$$\phi_{\text{SUM}}(\delta^{(1)}, \delta^{(2)}) = \delta^f = \tau\delta^{(1)} + (1-\tau)\delta^{(2)},$$

$$\phi_{\text{PROD}}(\delta^{(1)}, \delta^{(2)}) = \delta^f = (\delta^{(1)})^\tau \cdot (\delta^{(2)})^{1-\tau},$$

where $\tau \in [0, 1] \in \mathbb{R}$ and stands for the weighting factor balancing the relative importance of the face and fingerprint scores.

4 Experiments

4.1 Database and experimental protocol

For our experiments we constructed a bimodal chimeric database from the XM2VTS and FVC2002 databases [25], [26]. A chimeric database represents a database, in which biometric modalities from different databases are combined and assigned common identities. Since the biometric samples in the initial databases are not taken from the same identities this procedure creates artificial (chimeric) subjects. Note that such a procedure is reasonable due to the fact that biometric modalities are independent one from another (e.g., a facial image says nothing about the fingerprint of the subject and vice versa) [27]. The constructed chimeric database consisted of facial imagery and fingerprint data of 100 subjects with each subject having a total of 8 biometric samples for each modality.

In our experiments all 800 samples from the chimeric database were matched against each other, forming a square $800 \times 800$ similarity score matrix. From this matrix, 6400 similarity scores corresponded to legitimate verification attempts and 633600 corresponded to illegitimate verification attempts. Note that prior to our experiments the matching scores were normalized using min-max score normalization [28].

To evaluate the performance of the fusion techniques, we used Receiver Operating Characteristic (ROC) curves, which plot the verification rate (VER) against the false acceptance rate (FAR) at various values of the decision threshold. However, to better highlight the difference among the fusion procedures at the lower values of the false acceptance rate, we used a log scale for the $x$-axis of the ROC curves. In addition to the performance curves, we also computed quantitative performance measures for each of the experiments. For each series of experiments we calculated one (or several) of the following performance metrics:

- the so-called equal error rate (EER), which is defined with the ROC curve operating point, where the false acceptance error rate (FAR) and the false rejection error rate (FRR) (i.e., 1-VER) take the same value,
- the verification rate at the false acceptance rate of 0.1\% ($VER@0.1\%FAR$),
- the half total error rate, defined as $HTER = 0.5(FAR+FRR)$.

4.2 Analysis of fusion strategies

A prerequisite for the evaluation of different fusion strategies is the establishment of the baseline performance of the two uni-modal biometric experts. The results of the first series of experiments, aimed towards this goal, are presented in the form of ROC curves in Fig. 2 and with quantitative performance metrics in Table 2.

The fingerprint recognition system performs, as expected, much better than the face recognition system. At the equal error rate, the face expert results in an error of around 7\%, while the fingerprint expert ensures an error rate of a little more than 1.5\%.
In our second series of verification experiments we evaluate the feasibility of fusion strategies applied at the decision level. In this setting, no similarity scores are sent to the client application, instead the cloud-services are asked to make a decision regarding the validity of the identity claim. The ratio between the FAR and the FRR (the operating point) of the cloud-recognition-service cannot be changed and is determined by the settings on the service-side. In our case, the operating point of the cloud-services is set to the Equal Error Rate (EER).

Two decision-level fusion schemes are implemented for the experiments as described in Section 3. The results of the experiments on the training data are shown in Table 3 in the form of various performance metrics. Note that it is not possible to generate ROC curves for this series of experiments, since no similarity scores are available.

Table 3. Quantitative comparison of the decision-level fusion rules

<table>
<thead>
<tr>
<th>Procedure</th>
<th>HTER</th>
<th>FAR</th>
<th>FRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>AND-rule</td>
<td>0.0440</td>
<td>0.0011</td>
<td>0.0869</td>
</tr>
<tr>
<td>OR-rule</td>
<td>0.0440</td>
<td>0.0862</td>
<td>0.0014</td>
</tr>
</tbody>
</table>

Both tested fusion strategies result in a similar HTER with the difference that the AND-rule favors small FARs, while the OR-rule favors small FRRs. When compared to the performance of the single experts, the decision level fusion rules outperformed the face expert but performed worse than the fingerprint expert. As a general observation we can say that fusion strategies applied at the decision level are better suited for adjusting the operating point of the multi-modal biometric system than for improving its overall recognition performance.

In our third series of verification experiments we examined the performance of the two matching-score level fusion techniques on our chimeric database. Here, it was necessary to find appropriate values for the open hyper-parameter \( w \) for the sum- and product-fusion rules. To this end, we gradually increased the value of \( w \) from 0 to 1 with a step size of 0.1 and observed the EER and VER@0.1FAR for the different values. The results of this series of experiments are shown in Fig. 3. Note that both the sum- and product-fusion rules result in the best performance at the value of \( w = 0.3 \), which is fixed for both fusion rules for all following experiments.

To compare the performance of the sum- and product-fusion rules with the selected value of the hyper-parameters to that of the single experts, we generated ROC curves for the conducted experiments. The performance curves are shown in Fig. 4 and the corresponding performance measures in Table 4. Note that the sum- and product-fusion rules perform significantly better than the uni-modal biometric experts. The EER, drops by more than 50% with both fusion rules when compared to the better performing fingerprint expert.

4.3 Strategies revisited

The experimental results presented in the previous sections show that different fusion strategies result in different verification performance on our chimeric database. However, from an application development point-of-view, other criteria next to pure verification performance, are of importance as well. To evaluate the fusion strategies based on other (non-performance...
related) criteria, a grade (low - L, medium - M, or high - H) was assigned to each strategy in seven different categories. The grades were given according to the perception of the authors and served as the basis for constructing the Kiviat graphs shown in Fig. 5. In the generated graphs a larger area represents a better fusion strategy with respect to the selected criteria. Note again that these grades are extremely subjective and reflect the opinion/perception of the authors.

Looking at the Kiviat graphs, we conclude that the fixed fusion rules turned out to be suited best for combining different cloud implementations of biometric experts into a multi-biometric system as they provide a good trade-off between almost all the criteria, especially when compared to decision-level fusion. Based on our analysis it is difficult to say if the sum- or product-rule should be preferred, since both approaches exhibited similar characteristics.

5 CONCLUSION

We have presented a case study on multi-modal biometrics in the cloud. We have shown that various fusion strategies can be exploited to combine existing implementations of biometric experts and that the strategies can lead to significant performance gains of the uni-modal systems. The main finding of the paper is the fact that existing biometric cloud-services can be combined with minimal effort and ensure enhanced security for potential client applications.
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