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Abstract—Over the past decades, automatic face recognition in the field of face recognition. Appearance based methods,
has become a highly active research area, mainly due to the sych as principal component analysis (PCA)[1], linearritisc
countless application possibilities in both the private aswell inant analysis (LDA)[2] or independent component analysis

as the public sector. Numerous algorithms have been propode . s ) . .
in the literature to cope with the problem of face recognitian, (ICA)3], project facial images into a lower dimensionabsu

nevertheless, a group of methods commonly referred to as SPace and then classify the images based on some distance (or
appearance based have emerged as the dominant solution toeth similarity) with images of known, i.e., enrolled, individis.

face recognition problem. Many comparative studies concered  However, even though a number of comparative studies exits,
with the performance of appearance based methods have alrdg researchers often report contradictory results regardiveg

been presented in the literature, not rarely with inconclusve f f th based thod
and often with contradictory results. No consent has been performance of the appearance based methods.

reached within the scientific community regarding the relatve Liu and Wechsler [4] and Bartlett et al. [3], for example,
ranking of the efficiency of appearance based methods for the claim that ICA outperforms PCA, while Baek et al. [5] report
face recognition task, let alone regarding their susceptiity to  to achieve better results with PCA [6]. Delac et al. [6] sthg
appearance changes induced by various environmental faat® To the performance of the appearance based methods is heavily
tackle these open issues, this paper assess the performand¢he . .

three dominant appearance based methods: principal compamnt d.ependem,on _the employed distance measure and th_at with the
analysis, linear discriminant analysis and independent amponent  fight combination of appearance based method and distance n
analysis, and compares them on equal footing (i.e., with theame claim regarding the superiority of any of the three techaigu
preprocessing procedure, with optimized parameters for tle best je., PCA, LDA, ICA, can be made. Beveridge et al. [7], on the
possible performance, etc.) in face verification experimes on other hand, report that in their experiments PCA systeraiitic

the publicly available XM2VTS database. In addition to the .
comparative analysis on the XM2VTS database, ten degraded outperformed LDA, whereas Belhumeur et al. [2] claim that

versions of the database are also employed in the experiment LDA performs better than PCA in all of their tests. Li et
to evaluate the susceptibility of the appearance based megtls al. [8] suggest that the performance of LDA depends on its

on various image degradations which can occur in "real-lif¢  implementation, i.e., on the numeric method used for sglvin
operating conditions. Our experimental results suggest @t linear | hag eigenproblem, and that if implemented appropriately
discriminant analysis ensures the most consistent verifi¢@n

rates across the tested databases. always outperforms PC’A_" .

From the presented discussion we can see that no consent
has been reached within the scientific community regarding
the relative ranking of the appearance based methods for the
face recognition task, let alone regarding their suscaipyilo
appearance changes induced by various environmentat$acto

EATURE extraction techniques are an important part of this paper we, therefore, perform a comparative analysis

each face recognition system with an crucial impact asf the performance of the three dominant feature extraction
the performance of such systems. Clearly, a detailed knowédchniques: PCA, LDA and ICA. We conduct face verifica-
edge of the characteristics of the employed feature eitracttion experiments using the popular XM2VTS database and
techniques, especially their susceptibility to facial e@@nce assess the susceptibility of the appearance based methods t
changes induced by various environmental factors, is redui various image degradations encountered in real life ojperat
to design effective recognition schemes and consequemtlyconditions. The experiments are carried out within a fully
construct robust face recognition systems. Researchees hautomatic face recognition system, i.e., with an automatic
therefore, conducted numerous studies comparing variddge localization module, and, hence represent one of the
feature extraction techniques and their robustness talfadew attempts to assess the appearance based featureiertract
appearance changes. techniques in real working conditions.

In a vast majority of these studies special attention isrgive The rest of the paper is structured as follows. Section I
to the so-called appearance based methods, which repteeenintroduces the basic concepts of PCA, LDA and ICA. In
dominant and most popular feature extraction techniqued ussection Il the problem of face verification is given. Sentio

. _ o IV describes the employed XM2VTS database and its degra-
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I. INTRODUCTION



[l. APPEARANCE BASED FEATURE EXTRACTION B. Linear discriminant analysis

TECHNIQUES
Q Unlike PCA, which considers only the variance of the

This section briefly reviews the theory underlying the thrégaining images to construct a subspace, linear discrintina
dominant appearance based featurg extraction te‘?h”'q%lysis (LDA) aims at improving upon PCA by also taking
namely, principal component analysis, linear discriminage cjass-membership information of the training images in

analysis and independent component analysis. account when seeking for a subspace. From this point of view
PCA is usually considered as being more appropriate for the
A. Principal component analysis task of data compression, while LDA is tailored more towards

Principal component analysis (PCA), first introduced to tHg€ classification task [10]. .
field of face recognition by Pentland and Turk in [1], is a GivenC d-dimensional training images arranged intd &
powerful appearance based feature extraction technichiepw C column data matrixXX and each belonging to one of
applies the Karhunen-Loéve transform to a set of trainiffg@SSeswi, wa, ...,wn, one first computes the between-class
images and derives a number of projection axes that act@yl the within-class scatter matrices:
the basis vectors for the PCA subspace. Each face image N
is represeqted as a vector _of projection _coeffic_:ients.in this Y= Z"i(ﬂi W) — )T (4)
subspace, in which information compression, dimensitnali —
reduction and de-correlation of the pixel values of the face

images is achieved [9]. and

Given a set ofC d—dimensional training imagés; (for N
i = 1,2,...,C) arranged into ad x C' column data matrix Ew = Z Z (xj — p) (% — )" ®)
X € RM*4 principal component analysis derives a map- i=1 x;€w;

ping W from the originald—dimensional space to a lower
d’'—dimensional space, i.e.:

Yi = WT(x; — o), (1)

wherey; (i = 1,2,...,C) denotes thel’—dimensional PCA J(W) = arg max
feature vector corresponding to theth facial imagex; and

p stands for the global mean of al training images. Thehere ng
mapping is defined by a set of basis vectors which correlaie siands for the class conditional mean amdrepresents
to the maximum variance directions present in the traininge global mean of all training images. Fisher's discrimina

data. Hence, each training image can be projected into tigerion is maximized whe is constructed by a simple

subspace and again reconstructed with minimum error. Frig-atenation of the’ < N — 1 leading eigenvectors of the
the mathematical point of view the mappiilg corresponds following eigenproblem_:

to the leading eigenvectors of the covariance matrix of the
training data, i.e.: S W = Aws, i=1,2,..d, @)
W:[W,{"Wg‘)”')wg‘,’]’ (2

and then derives the LDA transformation mati¥ which
maximizes Fisher’s discriminant criterion [2], [10]:

WTEpW]|

e 6
WP W] ©)

denotes the number of images in tih class,

_ that isW = [wy;ws - --wy]. Once the transformation matrix
where the eigenvectors], for j = 1,2,...,d’, represent the W is calculated, it can be used to project a test imageto
leading eigenvectors of the following eigenproblem: the LDA subspace, thus reducing the pattern’s dimensian fro

/.
Kw; = A;w; 3 dto d:

T
andK stands for the covariance matrix of the training data. y=Wix— ), ®
PCA is often referred to as the Eigenface technique due\mm]erey represents the’
the fact that the eigenvectors comprising the transfonmatitered pattern.
matrix W resemble facial images as shown in Fig. 1.

-dimensional projection of the cen-

Unfortunately, the number of training images available in
the field of face recognition is commonly significantly sreall
than the image’s dimension rendering the within-classtecat
matrix X3y, singular and thus computation of the matrix
W using the eigenproblem in (7) impossible. To overcome
this problem, we used a maodification of LDA, which first
Fig. 1. The first five leading eigenvectors of the covariancrix of the p_rOJeCtS_ all .Images into the PCA subspace (to reducg their
training data - first five Eigenfaces dimensionality and consequently ensures that the matrix

is invertible) and then performs LDA in the reduced spacé.[10
The presented technique is often referred to as the Figteerfa

INote that for the purpose of PCA each imakfer, ) of sizea x b pixels Method as the eigenvectors comprising the transformation

is rearranged into @—dimensional pattern vector, whede= ab. matrix W again resemble faces as shown in Fig. 2.




the number of clients/identities enrolled in the syster@ssify
the feature vectoy into one of two classesn or we [14],
ie.,

' wy, if {6(y,¥,)} >4, i=1,2,..,N
(wi,y) € { we, Otherwise ’

Fig. 2. The first five Fisherfaces

where w; denotes the clieAtclass andw- stands for the

impostor class.
C. Independent component analysis The classification of the vector is based on a matching

Independent component analysis (ICA) [3] is an extefrocedure, in which the input (or "live”) feature vectgr

sion of PCA, which in addition to second-order statisticis matched against the user-templgfecorresponding to the
present in the training images tries to minimize highereordclaimed identityw; using a similarity measuré(, ). If the
dependencies in the training images as well. It does so e feature vector and the user-template display a degfee o
seeking basis vectors along which the projected images &at@ilarity d(y,y;) that is higher than a predefined decision
statistically independent [11]. Unlike PCA and LDA, whichthresholdA, then the feature vector is classified as belonging
represent orthogonal transformations (i.e., the basisovec t0 classw,, otherwise it is classified as belonging to the
comprising the transformation matrices are orthogonal off@postor classvs.
to another), ICA represents a non-orthogonal transfopnati  In this paper we use the normalized correlation coefficient
Several algorithms have been developed to perform ICA, tidC) as the similarity measure. The NC is a preferred choice
most prominent definitely being Jade, InfoMax and FastICAvhen matching feature vectors extracted from facial images
The latter was also employed in our experiments using tMéth appearance based feature extraction techniques and is

FastICA toolbox [12] for Matlab. defined as follows:
Two different architectures of ICA have been proposed for _ ly - V|
the purpose of face recognition. The first, commonly reférre one(y,¥i) = ma ©)

to as ICA Architecture | (ICA1) seeks statistically indepent

basis vectors, while the second, commonly referred to as |
Architecture Il (ICA2) seeks statistically independerdtiges

(or projection coefficients). Both ICA architectures can be

implemented by subjecting either the transformation mafi IV. THE EXPERIMENTAL DATABASES
the PCA technique or the PCA feature vectors correspondiAg The XM2VTS database

to the training images to the FastICA algorithm. For a more g4 the comparative assessment of the appearance based
detailed description of the ICA technique the reader showg,ire extraction techniques we make use of the publicly
refer to [3], [4] or [13]. _ available XM2VTS database, which was recorded at the
Again we can visualize the basis vectors of both ICRyniversity of Surrey, UK [17]. The database comprises 2360
architectures and notice that they again resemble fac@j&@s qor face images, which correspond to 295 distinct subject
as shown in Fig. 3 and Fig. 4. Thus, each subject in the database is accounted for with
8 facial images, which were captured during four separate
recording sessions distributed over a period of approxdipat
five months.
' The recording conditions at each of the sessions were
supervised and, hence, the variability in the appearance of
the facial images of the same subjects is induced mainly by
the temporal component (e.g., the facial images differ due
to a different hairstyle, the presence/absence of glasses o
make-up, different facial expressions, etc.), while ofaetors,
such as the ambient illumination or the pose of the subject,
are controlled. Some sample images from the database are
presented in Fig. 5.

ere the operatordenotes the dot product arid || stands
for the norm operator.

Fig. 3. Five examples of ICA1 basis vectors in image form

B. The degraded XM2VTS database

In the experiments presented in the next section the
original XM2VTS database serves for assessing the baseline
performance of the appearance based feature extraction

Fig. 4. Five examples of ICA2 basis vectors in image form

IIl. THE VERIFICATION PROCEDURE

In a face verification system the problem of verification can 2|n a face verification system the term client refers to a iegite user for

be defined foll L. H—di . | f which a client model/template exists in the systems datghbas opposed to
e defined as tollows: givendi—dimensional teature vectgr the term impostor, which refers to a possible intruder dlagra false identity

and a claimed identity;, for: = 1,2, ..., N (where N denotes and, hence, trying to compromise the verification system.



rates obtained in face verification experiments with JPEG
compressed facial images can be found in Section V under
the label D5.

Reducing the color depth: The fifth degradation technique
used in our experiments reduces the color depth of the facial
Fig. 5. Sample images form the original (undegraded) XM2\@efabase jmages. The color depth reduction is achieved by reduciaeg th
number of bits per image color component to less than eight.
For each pixel and each color component, the predefined
techniques. To evaluate the robustness of the techniqiiséner of the most significant bits is left unchanged, while
to various image degradations, i.e., their susceptibitiy the remaining bits are _set to zero. In the degraded form of t_he
image degradations, we employ the degraded form of tq_@tabase solely two bits are Ieft_unchangedz al th_e remginin
XM2VTS database presented by Pavesic et al. in [18]. TIPétS are set t_o zero. In the experimental section this tepheni
degradations used to alter the original database are peesel? 12beled with DE.
in the remainder of this section. ) . ) .
Blur: The sixth image degradation technique represents
Packet-loss simulation: The first degradation technique® PlUrring procedure. Here, a two dimensional zero-mean
represents a simulation of loss of data packets, which c&Russian is used for the degradation, i.e., the blurringhef
occur when a facial image is transmitted over a computidcial images:
network via data packets. To simulate the loss of data packet 1 z? 4 2
Pavesic et al. employed a probabilistic model defined gy th U(z,y) = o eXp(_W)v (10)

Yixex
following two parameters: whereo denotes the standard deviation of the Gaussian.

e p - the probability that a correctly transmitted packet Clearly, the degree of smoothing is controlled be the value

follows a lost packet, and of o. In the work of Pavesit et al. [18] two different values
e q- the_probabmty that a lost packet follows a correctlypf » were used in the degradation process, namely= 2
transmitted packet. ando = 4. These two degradation techniques are denoted as

For the degradation (denoted as D1 in the experimenfl and D8 in the experimental section, respectively.
section) a value op = 0.1 andq = 0.3 were selected.

Geometric transformations: The seventh degradation
Adding noise: The second degradation technique employed tgchnique is comprised of random geometrical transfoionati
[18] to render the facial images is an noise addition procedu(translation-, rotation- and scaling-procedures) of theid
Here, the noise level is controlled by the parametewhich images. The transformations are limited with the following
defines the interval {4/2,+n/2] from which integer values parameters:
are randomly drawn and added to the pixel intensity values ofe translation:z 4- 144 andy &+ 115, where the translations
each of the RGB color components individually. This process are measures in pixels,
is repeated for all pixel locations and consequently result e rotation:0 & 30 degrees, and
noisy facial images. In Section V the degradations with thee scaling:1 & 0.3.

presented techniques fgr= 100 and7 = 50 are denoted as Gepmetric transformations are denoted as D9 in Section V.
D2 and D3, respectively.

Partial occlusion: The last image degradation technique
Background manipulation: The third degradation techniqueemployed by Pavesi¢ et al. [18] is an occlusion procedure,
replaces the simple, uniform background of the originglhere part of the pixels comprising the facial region are
images from the XM2VTS database with a more compleet to zero (i.e., the color of the face is changed to black).
background. To this end, 18 real-world images are used ffie procedure denoted as D10 in the experimental section is
replace the original background, many of which contain skifmited to occlude at most0% of the face.
color objects, which make the localization of the facialio®y  ggome examples of the visual effects of the presented degra-
more difficult. In the experimental section this degradatioyation procedures on images from the XM2VTS database are
technique is denoted as D4. shown in Fig. 6. Here, the first image in the upper left corner
) ) ) represents the original image from the XM2VTS database,
JPEG compression:The fourth degradation technique usegyhjle the remaining images are ordered in accordance with

by PaveSic et al. represents the popular JPEG compressig introduction of the corresponding degradation teahetiq
JPEG compression is a lossy compression technique, Whgyenis paper.

the amount of compression is adjusted as a compromise
between the desired file size and the desired image quality. i

The JPEG quality parameter takes values from the integ&)"/- Image preprocessing

valued interval [0,100], however, for the degradation af th In the experimental section we perform experiments with
XM2VTS database, a value of 10 was selected. The errmutomatically localized facial images. Even though, mépua



Fig. 6. Examples of the visual effect of the image degradatechniques. Upper row (from left to right): original imadel, D2, D3, D4, D5; lower row
(from left to right): D6, D7, D8, D9, D10

marked eye-coordinates are often used in the literaturede s
the efficiency of the assessed feature extraction technigee
consider face recognition as a complex problem where the fag
localization procedure cannot simply be separated from th
feature extraction and recognition stages. To this end, see u
an automatic face localization procedure to find the locatb
the facial region in the images of the XM2VTS database. Thi
employed localization procedure, a block diagram of whih i
shown in Fig. 7, is comprised of the following steps:

e the detection of the "skin-color” pixels using a specially
designed skin-color detector (Fig. 7b),

e a conversion of the retained skin-color region to its grey-
scale form (Fig. 7c¢),

e an edge detection procedure (using Sobel operators -
Fig. 7d) followed by an image thresholding procedure
to produce a binary form of the facial region (Fig. 7e),

e an alignment procedure (using horizontal and verticélg. 7. fAn Etr>1<aerJ'\|/6|>2§>/1‘ TtgedeTrl))loyed localization rtlr_oc?iueegﬁ C:I?]grat(igd
'”tegr"?" pr0]eCtI0nS), which Compensate,s, for POSSIb ?gciio:lorgf th((ae "skin-coIor”apailx:é(,e (lg";ﬁeg?s%gi rifgrsi(r)afm"skin-csélor”
deviations of the face from the frontal position (Fig. 7f)pixels, (d) edge-image obtained with Sobel operators, hsholded binary

e an elliptical Hough transform to limit the image-regioredge-image, (f) enframed facial region using a linear cowtinn of frames
in which to search for the face (Fig. 7f), and finally :hat correspond to the top-five ellipses found with the &tligd Hough

. 90 Ztransform, (e) detected face using a face model and the Ildefististance,
¢ a Hausdorff-distance-based localization procedure, whig final localized facial region
determines the location of the facial region by finding the
shortest distance amongst the Hausdorff-distances com-

puted between different sub-windows of the thresholdee ployed feature extraction technique, but are also stubjec

binary 'mage and a preconstructed edge-based mOdelt(S) face localization errors. Hence, the error rates present

the face (Fig. 7e). in Section V are influenced by both, the localization as well
An example of the described procedure for a facial imagg the feature extraction procedures and, therefore, réfiec
degraded using geometrical transformations (D9) is shawndysceptibility of the whole face recognition system to tiveq

Fig. 7. o . image degradation.
Once the face region is located, it is converted to a
monochromatic, i.e., grey-scale, form and cropped to a-stan V. EXPERIMENTS

dard size ofl00 x 100 pixels. No additional geometric normal- . . . :
oo : . . This section presents the experiments and corresponding
ization is needed since the compensation for any headootati

potentially present in the facial image is already incogbed results obtained with t_he original as well as the qegradEd
; L . XM2VTS databases. First, the experimental setup is briefly
into the face localization procedure. After the croppingpst : . .
the facial region is photometrically normalized by remqy/inlntroduced and then the actual experiments are described.
the mean of the pixel intensities and scaling the result with )
their standard deviation. A. Experimental setup

It has to be noted that the verification errors produced Our experiments have been performed in accordance with
by a face verification system do not depend only on thhe experimental protocol associated with XM2VTS database



The protocol, known as the Lausanne protocol [17], part#tio and evaluation stages are performed only with the original
the database into image sets used for: images from the XM2VTS database, since these two stages

e training and enrollment - images, which are used to trafff®" aways be supervised. The analysjs of the performancg
the PCA., LDA and ICA feature extractors and build th@nd robustness of the system to the image degradations is

client models/templates in form of mean feature vector"g(,mduCted solely in the test stage, in which real operating

evaluation - images, which are used to determine yif@nditions with a predefined decision threshold are siredlat

operating point, i.e., the decision threshold, of the face

verification system and to define any potential paramet@s Assessing the localization procedure

of the feature extractor (e.g., number of features, selecti Our first series of experiments focused on the assessment
of features, etc.), and of the employed localization procedure. Since only images

e testing - images, which are used to determine the vdfom the client and impostor test sets required a locabzati
ification error rates in real operating conditions and tBrocedure (with the degraded databases), the total nunfiber o
assess the susceptibility of the face recognition systemt@st images for this assessment equaled 960 (i.e., 400 facia
the tested image degradations. images corresponding to the client test set &6d facial

images corresponding to the impostor test set). An faciabin

While the first image set features only images belonging \t/9as assigned to the group of correctly localized imageseif th

tbh? chgnt %mlgp’ththti IattI(_er ttwo L;n?r?e .sets ctomprlse 'm"fll_ggénters of both eyes differed from the location found with
elonging to bo € client an € 1Impostor groups. rb%r face model by less than a quarter of the distance between

client images are employed to assess the first kind of CITORR actual centers of the eyes. Or in other words, each of the

face verl;‘]lcanon 331/ stem cartl ma_\ke, namely, the ?lste reﬁ?t'tgt}e found eye-center positions (defined by the final location
error, whereas ne impostor images are used 1o evalugigy,, manually marked eye centers of our face model) has

the second type of possible verification error, ”."’?me'y’ tt{g lie within the outer circle of the reference eye. The same
false acceptance error. The two errors are quantified by t 9

corresponding error rates, namely, the false rejectionfalsd Cffterion was also used by Jesorsky etal. in [15]. Cleatlghs
acceptance error rates (FRR and FAR), which are defined
the relative frequency whit which a face verification syste
falsely rejects a legitimate- and falsely accepts an inmgrest
identity-claim, respectively.

an approach requires that all the reference eye positiotigein
t88ted images are marked by hand. This procedure, however,
R susceptible to human error and, hence, the presenteltsresu
are somewhat biased and only as accurate as the manually
marked eye-positions. An example of a successfully loedliz

As already presented in Section I, the decision regardifgee jmage and the employed localization criterion are show

the validity of the identity claim is made based on the valug Fig.

of the matching score between the "live” feature vector and
the client model corresponding to the claimed identity, a w
as the value of the decision threshad Unfortunately, both
the FAR and the FRR depend on the valuefofand, hence,
selecting a threshold, which ensures a small value of FRR
inevitably results in a high value of the FAR and vice versa,
selecting a threshold, which ensures a small value of the FAF
results in a high value of the FRR. To effectively compare
the performance of two face verification systems an opegatin
point, i.e., a fixed value of\, has to be determined in advance.
Commonly, the so-called equal error rate (EER) operating <
point (the EER operating point is defined with the decision| .-~ \\ s
thresholdA which ensures equal values of the FAR and FRR <g/ U
H dl S
Y

Jeye

on some evaluation image set) is chosen for this purpose. The "*-i-}
mean value of the FAR and FRR, referred to as the half tota]
error rate (HTER), is then used as a single comparative eetri
for different face verification systems.

The Lausanne protocol defines two distinct Conﬁguratioril%. 8. An example of a successful face localization: thejinal image
on how to distribute the images into the training, evaluatiowith the superimposed face model (upper left corner), thgeeiinage

and test sets. We, however, use the first configuration of ti# the superimposed face model (upper right corner), aalization of
the parameters used for determining the successfulneskeolotalization

pI’OtOCOI,. as it_ is considered the m_ore diﬁi_CU|t one .Of thErocedure (lower left corner), the eye-region of the facih wie superimposed
two configurations. In accordance with the first experimientace model (lower right corner).

configuration, we performr600 client and 40000 impostor

verification attempts in the evaluation stage to determinge t pg already indicated above, the localization procedure was

decision threshold at the EER operating point d0d client  .,nsidered successful, if the following expression was les
and 112000 impostor verification attempts in the test stagg,en 0.25:
to determine the final performance of the system and its max(dy, d,)

robustness to the image degradations. Note that the tgainin e = deye (11)

dr




where d.,. denotes the distance between the reference eyesting their susceptibility to various image degradatiorhe
center locations and, andd,. represent the distances betweetechniques were applied to facial images localized with the
the reference position and the located position of the left aprocedure assessed in the previous section and optimized on
right eye, respectively. the evaluation image set to yield the best possible perfocea

We again point out that the expression < 0.25 defines Specifically, the evaluation stage was used to determine the
that the located eye-center locations are allowed to diffen number of features to be employed with each of the techniques
the reference locations by less than half of an eye width. and to set the decision threshald, as to ensure the EER

With our localization procedure we correctly localizedperating point on the evaluation images.
97,8% of all tested images from the original XM2VTS We again point out that for the training and evaluation
database. Jesorsky et al. [15] , for example, correctly Istages only images from the original (undegraded) XM2VTS
calized 98,4% of the facial images and Pozne reported idatabase were used. The results of the experiments prdsente
[16] to have achieved a localization rate 9§,9%. When heré are, therefore, expected to deviate somehow from the
our localization procedure was applied to the test imagBER operating point. Nevertheless, this represents thg onl
from the degraded XM2VTS database the localization ratey of assessing the appearance based feature extraction
dropped. The actual percentages of successfully localizeghniques in conditions close to real operational cooalti
images from the degraded databases are tabulated in Tdble V-As the localization procedure represents the front-end of
and graphically visualized in Fig. 9. Here, the label UD refe our face verification system, the localization error is etpd
to the undegraded images. The results show that the employedropagate throughout the system and also influence the

verification rates obtained on the test image sets. Thetsasul

100 - the experiments are presented in Table V-C. Here, the HTER

o4 o e e for the feature extraction technique which performed best f
f 90 1 —_ - the given degradation techniques is printed in bold.
= 851 The presented results clearly show that amongst the tested
T 80 feature extraction techniques the LDA approach performed
5 7 the best on the majority of the tested databases. Only on
T Zg the degraded databases where the loss of data packets was
T o simulated and where parts of the faces have been occluded the
3 ICA2 technique outperformed the LDA approach. If we look
50 e e at the mean values and medians of the HTER for all tested
UP DI D2 D3 D4 D5 D6 D7 D8 D9 DIO techniques (shown in Fig. 10), we can see that the following
Degradation ranking was obtained in our experiments: LDA performed

the best, followed in order by the ICA2, ICA1 and PCA

Fig. 9. The successfulness of the localization procedurtheroriginal and t€chniques.
degraded XM2VTS databases

localization procedure is rather insensible to the preseasfc 18 1
noise, to image smoothing, JPEG compression and colohlrdep 161
reduction. In all of these cases the localization rate dedyy

at most3.2% when compared to the original images. A larger
drop in the localization rate was noticed for facial imagéthw

a complex background (D4) and partial occlusion (D10) of
the face. Here89.9% and 89.6% of all tested images were
localized correctly. The reason for the performance deerea
with the degradation D4 can be found in the fact that many o
the tested images contained background-objects whit “skir
color” and, therefore, interfered with the first step of our
localization procedure. Partial occlusion of the face, be t
other hand, influenced the final localization step, whereca farig. 10. The mean value and median of the HTER accross aditekttabases
model is fitted to the binary edge image of the face. The lowest

localization rates were observed with images degradedyusin Generally, all tested techniques exhibit a similar suseept
packet-loss simulation (D1) and geometric transformatioRility to image degradations. The largest deteriorationthe
(D2). Both degradations resulted in localization rateielit HTER when compared to the HTER obtained on the orig-

Value of HTER (in %)

Omean HTER M median HTER

PCA LDA ICAL ICA2
Feature extractor

above80%. inal database were found for the degradation techniques D1
(packet-loss simulation), D9 (geometrical transformagijcand
C. Assessing the verification performance D10 (partial occlusion of the faces). While these degradati

. . . had the biggest impact on the HTER in has to be noted
In our second series of experiments we aimed at assessing

the ver.ification Performance of the appearance based &atutyge that the results presented in this section were olstaimethe test
extraction techniques PCA, LDA, ICA1 and ICA2 and aimage sets.



TABLE |
THE SUCCESSFULNESS OF THE LOCALIZATION PROCEDURE ON THE ORMAL AND DEGRADED XM2VTS DATABASES

[ Degradation [ UD] DI] ©D2] D3] D4&4] D5] D6] D7 ] D8] D9 ] DI0]
[ Localization rate (in %)] 97.8 | 80,7 | 953 ] 96,2 | 89,9 | 96,1 | 95,8 | 96,0 | 94,6 | 81,4 89,6 |

TABLE I
THE VERIFICATION PERFORMANCE OF THE APPEARANCE BASED FEATUREXTRACTION TECHNIQUES ON THE ORIGINAL AS WELL AS THE DEGRAED
XM2VTS DATABASES

| Degradation | UD | DI | D2 | D3 | D4 | D5 | Dé6 | D7 | D8 | DO | DI0 |
FRR (%) | 1050 40.75| 1150| 10./5] 17.00| 11.75| 19.00| 13.25| 1550] 33.00] 79.75
PCA FAR (%) 1128 | 712 | 1052| 1062| 11.90| 10.87| 791 | 11.52| 11.83| 7.12 4.64
HTER (%) | 10.89| 23.94| 1101| 10.69| 1445| 1131| 1346| 1239| 13.67| 2006 42.20
FRR (%) 625 | 4725| 8.0 750 | 13.25| 7.25 | 1200] 7.00 650 | 28.75| 66.25
LDA FAR (%) 4.17 1.85 4.10 4.12 4.11 4.19 3.87 4.73 5.14 3.62 478
HTER (%) | 521 | 2455| 6.05 5.81 8.68 5.72 7.94 5.87 582 | 1619 3552
FRR (%) | 10./5| 40.40| 1200| 1225] 18.75| 1275| 17.25| 13.25| 1575] 3L.25| 65.25
ICAL FAR (%) 9.07 6.02 8.93 8.80 8.92 8.83 8.49 9.35 9.67 8.27 8.72
HTER (%) | 991 | 2326| 1047| 1053| 1384 10.79| 12.87| 1130| 1271| 1976 36.99
FRR (%) 725 | 3475 1000| 11.00| 1575] 875 | 1350| 825 | 1050 2950| 5L.00
ICA2 FAR (%) 7.16 6.64 7.16 7.08 7.18 7.15 6.99 7.22 7.26 6.48 7.45
HTER (%) | 7.21 | 2070| 858 854 | 1147| 795 | 1025| 7.74 888 | 17.99| 29.23

that exactly the same degradations also resulted in thestowBi-CN/07-09-019, the bilateral project with the Bulgarian
localization rates and, hence, represent the biggestettiads Academy of Sciences - Face and Signature Biometrics, the
to face recognition systems. national project AvID M2-0210, the COST Action 2101 Bio-
The experimental results further suggest that all of techetrics for Identity Documents and Smart Cards and the EU-
nigues are rather insensitive to image degradations, sschF&®7 project 217762 Homeland security, biometric Identifica
the presence of noise (D2, D3), the presence of a compleon and personal Detection Ethics (HIDE).
background (D4), JPEG compression (D5), color-depth re-
duction (D6) and image smoothing (D7, D8), as there was
only a small drop in the HTER observed. However, if we also
consider the FAR and FRR and do not focus solely on tfi8 M. Turk and A. Pentland, "Eigenfaces for recognitionfournal of

. P Cognitive Neurosicengevol. 3, no. 1, pp. 71-86, 1991.
HTER we can see that there are noticeable deviations fr PN. Belhumeur, J.P. Hespanha and D.J. Kriegman, "Higes vs.

the EER operating point. This finding can be directly linked" Fisherfaces: recognition using class specific linear ptigjs,” in Proc. of
to errors in the localization procedure, since miss-laedion the 4th European Conference on Computer Vision, ECC\Cenbridge,

: ; : UK, 1996, pp. 45-58.
results in larger numbers of both client as well as impostoy s Bartlett, J.R. Movellan ans T.J. Sejnowski, "Faceagnition by

identity claims being rejected, thus, reducing the FAR and independent component analysit2EE Trans. on Neural Networksol.
increasing the FRR. 13, pp. 1450-1464, November 2002.

[4] C. Liuand H. Wechsler, "Comparative assessment of irddpnt compo-
nent analysis (ICA) for face recognition,” Proc. of the 2nd International

VI. CONCLUSION C onference on Audio- and Video-based Biometric Personehtitiation,

.. AVBPA'99 Washington D.C., USA, 1999, pp. 211-216.

We have presented an empirical assessment of four pop%?rK. Back, B. Draper, J.R. Beveridge and K. She, "PCA vs. 1GA
appearance based feature extraction techniques withigea fa comparison on the FERET data set,” ftioc. of the 4th International

recognition system. The tested techniques (PCA, LDA, and Conference on Computer Vision, ICCV,;(Rurham, 2002, pp. 824-827.

. . . 6] K. Delac, M. Grgic and S. Grgic, "Independent compamtstudy of
ICA) were evaluated using the pUbI'CIy available XMZVTé PCA, ICA, and LDA on the FERET data setjiternational Journal of

database and ten degraded version of the XM2VTS databasemaging Systems and Technolpgypl. 15, no. 5, pp. 252-260, 2006.
created using various degradations techniques ranging fr&f] J.R. Beveridge, K. She, B. Draper and G.H. Givens, "A raametric

. . L L. . statistical comparison of principal component and line&criminant
simple smoothing of the facial images, addition of noise or subspaces for face recognition,” Proc. of the IEEE Conference on

facial occlusion to the simulation of data packet loss as it computer Vision and Pattern Recognition, CVPR'®huai, 2001, pp.
occurs when images are transmitted over a computer network. 535-542.

. Y. Li, J. Kittler and J. Matas, "Effective implementatioof linear
Our experiments suggest that all of the assessed feat@}ediscriminant analysis for face recognition and verificafioin Proc. of

extraction techniques degrade similarly in their perfanoea the 8th International Conference on Computer Analysis cdges and
when applied to the degraded images. However, amongst thePatterns, CAIP'99 Ljubljana, 1999, pp. 234-242.

. _ - +[9] V. Struc and N. Pavesi¢, "Gabor-based kernel partialHsqsares dis-
tested teChmques' LDA was found to be the best aChleVIF% crimination features for face recognitionlhternational Journal Infor-

the lowest error rates with the majority of tested degraafesti matica to be published.

[10] V. Struc and N. Pavesic, "The corrected normalized coitelato-
efficient : a novel way of matching score calculation for LbAsed
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