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Abstract— In the field of face recognition it is generally
believed that ”state of the art” recognition rates can only
be achieved when discriminative (e.g., linear or generalized
discriminant analysis) rather than expressive (e.g., principal
or kernel principal component analysis) methods are used for
facial feature extraction. However, while being superior in
terms of the recognition rates, the discriminative techniques still
exhibit some shortcomings when compared to the expressive
approaches. More specifically, they suffer from the so-called
small sample size (SSS) problem which is regularly encountered
in the field of face recognition and occurs when the sample
dimensionality is larger than the number of available training
samples per subject. In this type of problems, the discriminative
techniques need modifications in order to be feasible, but even in
their most elaborate forms require at least two training samples
per subject. The expressive approaches, on the other hand, are
not susceptible to the SSS problem and are thus applicable even
in the most extreme case of the small sample size problem,
i.e., when only one training sample per subject is available.
Nevertheless, in this paper we will show that the recognition
performance of the expressive methods can match (or in some
cases surpass) that of the discriminative techniques if the ex-
pressive feature extraction approaches are used as multivariate
regression techniques with a pre-designed response matrix that
encodes the class-membership of the training samples. The
effectiveness of the regression techniques for face recognition
is demonstrated in a series of experiments performed on the
ORL database. Additionally a comparative assessment of the
regression techniques and popular discriminative approaches is
presented.

I. INTRODUCTION

Over the past decades, automatic face recognition has
become a highly active research area, mainly due to the
countless application possibilities in both the private as
well as the public sector [1]. Automated face recognition
systems offer a possible way of improving security in var-
ious domains ranging from access control, e-commerce, e-
banking, e-government and health monitoring applications
to automated user-authentications at ATMs, borders and air-
ports.

Face recognition, being a sub-discipline of biometrics1,
has several advantages when compared to the classically
employed knowledge- (e.g., passwords, PINs) or token-based
(e.g., ID cards) security schemes [2]. Passwords and PINs
can be forgotten, ID cards can be lost or stolen. The human
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1The term biometrics refers to a scientific discipline which involves
methods of automatically recognizing (verifying or identifying) people by
their physical and/or behavioral characteristics.

face, on the other hand, cannot be stolen nor forgotten and is,
furthermore, unique for each individual. Clearly, it holds a
great potential in serving as means for authentication and/or
identification of people.

Security schemes, however, are not the only applica-
tion domain of face recognition systems. They are often
found in conjunction with ambient intelligence (and smart
house/home) applications where they are used for profile
managing. For example, when a person enters a room or
house, the face recognition system identifies the person and
adjusts the environment (e.g., lighting conditions, music, etc.)
in accordance with his/her personal profile.

As we have seen, automated face recognition system
are suitable for various applications, however, a number
of shortcomings have to be sorted out to improve their
performance. One of the major issues with face recognition
systems is their performance under the lack of training data.
While the existing face recognition techniques work well
when a sufficient number of facial images is available for
training, the majority of them suffers with their recognition
performance when only a small number of images is at hand
for training. However, as this is the case with many real-life
applications (due to limited memory or processing resources
as, for example, in many mobile devices) researchers have
directed a considerable research effort towards developing
algorithms that require only a small number of training
images and still achieve high recognition rates.

If we confine ourselves to the dominant face recogni-
tion techniques, i.e., appearance-based methods, two main
research trends in respect to the lack of training data can
be identified: (i) researchers try to improve the performance
of the expressive approaches, such as principal component
analysis (PCA)[3] or kernel principal component analysis
(KPCA)[4], which are feasible regardless of the number
of available training images but usually result in an in-
sufficient recognition performance, and (ii) researchers try
to modify the discriminative approaches, such as linear
discriminant analysis (LDA)[5] or generalized discriminant
analysis (GDA)[6] which commonly ensure high recognition
rates, but require a sufficient number of training images to
be applicable. The problem where the sample dimensionality
is larger than the number of available training samples per
subject is usually referred to as the small sample size (SSS)
problem.

Several techniques were presented in the literature to
cope with the lack of training data. Wu and Zhou [7], for
example, tried to improve the performance of the PCA-
based Eigenface technique and introduced a technique called



(PC)2A. In (PC)2A the face images were combined with
their first-order vertical and horizontal projection images be-
fore being projected into the PCA sub-space with the goal of
emphasizing the discriminative information contained in the
facial images. The authors reported that the proposed method
outperformed the traditionally employed PCA technique.
Wang et al. [8] reported that good recognition performance
under the lack of client-specific training data can be achieved
when appearance-based methods are trained using a generic
database. The authors evaluated the performance of several
established appearance-based methods within this framework
and achieved promising results.

Belhumeuer et al. [5] presented a LDA-based technique
called the Fisherfaces, where LDA is performed in the
PCA sub-space rather than the original pixel space, hence,
the technique avoids the SSS problem with a sub-space
projection preceding the discriminant analysis. Chen et al.
[9] described a modification of the LDA approach tailored
towards the SSS problem. The authors proposed to divide
each face image from the training set into multiple non-
overlapping images-blocks and then to employ these newly
produced samples for training of the classical LDA tech-
nique. With this approach the training set is artificially
enlarged, hence, LDA is applicable. Chen et al. reported that
their recognition method outperformed the (PC)2A method
in their experiments.

In this paper we propose a novel approach to handle the
SSS problem. Rather than using discriminative techniques to
achieve high recognition rates, we propose to use sub-space
projection based regression techniques (which use expressive
approaches and do not suffer from the SSS problem - they are
always applicable) with an appropriately designed response
matrix. These techniques are often used for classification
purposes in the field of chemometrics, but have not yet
been considered for the purposes of face recognition. As
we will show in Section VI, where the experiments and
their results are presented, regression techniques successfully
cope with the SSS problem and simultaneously achieve
recognition rates comparable to those achieved by established
discriminative techniques.

The rest of the paper is organized as follows. In Section II
the main concepts of two linear and two non-linear regression
techniques are briefly reviewed. Section III presents the
classification approach based on regression techniques, while
the final classification rule is introduced in Section IV. In
Section V the database and experimental protocol employed
in our experiments are described. The experimental results
are given and commented on in Section VI. The paper
concludes with some final remarks in Section VII.

II. REGRESSION TECHNIQUES

This section presents the basic concepts of four sub-
space projection based regression techniques, namely, prin-
cipal component regression, partial least squares regression,
kernel principal component regression and kernel partial
least squares regression. While the former two techniques

represent linear methods, the latter two represent non-linear
or kernel regression approaches.

A. Linear regression techniques

Linear sub-space projection based regression techniques
are comprised of two basic steps. In the first step the training
data is projected into a linear sub-space, while in the second
step multivariate regression is used to build the regression
model. We will use the following notation throughout this
paper:

X = [x1, x2, · · · , xn] - a matrix containing in its
columns the centered training pattern vectors, i.e., train-
ing facial images, from N classes,
n - the number of pattern vectors in the training set,
d - dimensionality of the pattern vectors,
Z - the matrix of sub-space projection coefficients of
the training pattern vectors in X,
W - the transformation matrix of the sub-space pro-
jection technique which defines the basis of the given
sub-space,
d′ - dimensionality of the given sub-space and
Y - the matrix containing the response variables (the
response matrix).

Principal component regression (PCR) is a linear re-
gression technique based on the popular sub-space projection
(and/or feature extraction) approach called principal compo-
nent analysis (PCA) and the classical multivariate regression
technique. Similar to PCA, PCR first constructs the PCA
transformation matrix W by means of the leading eigen-
vectors of the covariance matrix of the training data, i.e.,
Σ = XXT , and uses the computed transformation matrix to
project the training data in X into the principal component
sub-space, i.e., Z = WT X. Here, the dimensionality of
the sub-space is defined with the selected number d′ of
eigenvectors in W, where d′ < n. Next, PCR uses the
principal component sub-space projections in Z to define
a linear regression model, i.e., Y = ZB with B being the
response coefficient matrix computed as B = (ZT Z)−1ZY.

Partial least squares regression (PLSR) computes the
sub-space representation of the training data in X in form of
latent vectors which account for as much of the covariance
between the training pattern vectors in X and the responses
in Y as possible. Thus, unlike PCR which considers only the
variance present in the training data to construct a sub-space,
PLSR computes latent vectors (which define the sub-space)
from X which are relevant for predicting Y. The regression
model is commonly determined with the help of the non-
linear iterative partial least squares (NIPALS) algorithm,
which can be described as follows:

1. randomly initialize vector u,
2. w = XT u,
3. z = Xw, z← z/‖z‖,
4. c = YT z
5. u = Yc, u← u/‖u‖,
6. repeat steps 2.-5. until convergence



7. X← X− zzT X, Y← Y− zzT Y,
8. continue with step 2. using the new matrices X and Y.

Here w and u denote the latent vectors that represent columns
of the matrices W and U, c and z stand for weight vectors
comprising the matrices C and Z, and the regression model
Y = XB is defined by the the regression coefficient matrix
B = XT U(ZT XXT U)−1ZT Y. Note that the NIPALS algo-
rithm is repeated until the desired (or the maximum) number
of latent vectors is computed. A more detailed description
of the technique can be found in [10].

B. Non-linear regression techniques

Similar to their linear counterparts the non-linear regres-
sion techniques also use a two stage approach for build-
ing regression models. They construct a linear regression
model (similar to the one presented in the paragraph on
PCR) in a high-dimensional feature space F to which the
d-dimensional input pattern vectors xi were non-linearly
mapped, i.e., Φ : x ∈ Rd → Φ(x) ∈ F , which corresponds
to a non-linear regression model in the original input space.
Kernel methods commonly avoid direct calculation of the
computationally expensive non-linear mapping Φ, but rather
make use of the so-called kernel-trick which uses kernel
matrices of the training data to achieve non-linear regression.
Again we introduce the notation for the kernel regression
techniques used in this paper:

K =
[
Φ(xi)Φ(xj)T

]
= [K(xi, xj)] ; ∀i, j - the kernel

matrix of the training data,
K(xi, xj) - a kernel function, e.g., K(xi, xj) =
e(‖xi−xj‖2/2σ2) or K(xi, xj) = (xT

i xj)p,
Kc - the centered kernel matrix of the training data
computed as: Kc = (I− 1

n1n1T
n )K(I− 1

n1n1T
n ), where

I represents an n-dimensional identity matrix and 1n

stands for a vector of all ones, with length n.
α - the transformation matrix of the given kernel
method.

Kernel principal component regression (KPCR) is a
non-linear regression technique based on the non-linear
form of PCA called kernel principal component analysis
(KPCA)[4] and the classical multivariate regression tech-
nique. The authors of [4] show that the projection matrix
of KPCA α can be computed by solving the following
eigenproblem:

Kcα = Λα, (1)

where α ∈ Rn×n is an orthogonal eigenvector matrix and
Λ ∈ Rn×n is a diagonal eigenvalue matrix. Once the
transformation matrix α is computed it used to project the
data in the kernel matrix into the non-linear sub-space, i.e.,
Z = αT Kc. The projection coefficients in Z are then used
to construct the regression model Y = ZB with B being the
response coefficient matrix computed as B = (ZT Z)−1ZY.

Kernel partial least squares regression (KPLSR) is
a non-linear extension of the PLSR technique. Similar to
the linear case, KPLSR again searches for latent vectors

which account for most of the covariance between the
predictors and the responses, however, it does so in the high-
dimensional feature space F with the help of kernel matrices.
The KPLSR technique is based on the following modification
of the NIPALS algorithm:

1. randomly initialize the vector u
2. z = KcKT

c u, z← z/‖z‖
3. u = KcKT

c z, u← u/‖u‖
4. repeat steps 2 - 3 until convergence
5. Kc = Kc − ttT Kc, Y = Y− ttT Y
6. continue with step 2. using the new matrices Kc and Y.
Again, the NIPALS algorithm is repeated until an ap-

propriate number of latent vectors is found. The final
regression model is then constructed as Y = KcA,
where the matrix of regression coefficients A equals A =
KT

c U(ZT KcKT
c U)−1ZT Y.

III. REGRESSION TECHNIQUES AND
CLASSIFICATION

As the name suggests, regression techniques are usually
employed for building regression models which relate a
number of predictor variables to a number of response
variables. However, they can also be used for classification
purposes if the matrix Y containing the response variables
is constructed in such a way that it encodes the class-
membership of the predictors. Thus, the following response
matrix must be employed for construction of the regression
model:

Y =




1m1 0m1 · · · 0m1

0m2 1m2 · · · 0m2

...
...

. . .
...

0mN
0mN

· · · 1mN


 , (2)

where N represents the number of classes in the set of n
d-dimensional inputs (matrix X), mi represents the number
of inputs in class Ii, 1mi (i = 1, 2, ..., N ) denotes a mi × 1
vector of all ones and 0mi (i = 1, 2, ..., N ) is a mi × 1
vector of all zeros. Clearly, when using regression techniques
for classification, the user-template yi for the identity Ii is
constructed by averaging the responses corresponding to the
predictors, i.e., training images, of the i-th identity.

IV. THE CLASSIFICATION RULE

The recognition performance of the regression techniques
will be assessed within a face recognition system operating in
identification mode. The problem statement for such systems
can according to [2] be defined as follows: given an input
feature vector y extracted from the biometric data of the
person currently presented to the system, determine the
identity Ik, k ∈ {1, 2, ..., N, N + 1}. Here I1, I2, ..., IN are
the identities enrolled in the system and IN+1 indicates the
reject case where no suitable identity can be determined for
the person presented to the system [1]. Hence

y ∈
{

Ik, if maxi{δ(y, yi)} ≥ t, k = 1, 2, ..., N
IN+1, otherwise .



Here δ denotes a function that measures the similarity
between the feature vector y and the user-template yi which
corresponds to identity Ik, t stands for a pre-defined thresh-
old. We can see that the success of the identification proce-
dure heavily depends on the employed similarity measure δ.
In this paper the commonly used cosine similarity measure
is used as the scoring function, i.e.,

δcos(y, yi) =
y · yi

|y||yi|
, (3)

where · denotes the dot product.
Using the function δcos the system searches for the user-

template that results in the highest matching score among all
user-templates and consequently assigns the identity corre-
sponding to that user-template to the feature vector y.

V. THE DATABASE AND EXPERIMENTAL
PROTOCOL

The effectiveness of regression techniques for face recog-
nition was assessed on the publicly available ORL database
acquired at the Olliveti Research Laboratory in Cambridge,
U.K. [11]. The database contains grey-scale images of 40
distinct subjects with each subject being represented with 10
facial images. Thus, a total of 400 images is available for
training and testing of a given recognition technique. The
images of the database are stored at a resolution of 112×92
and archived in the portable grey map format.

To ensure that the face recognition performance of the
tested techniques is not affected by factors not related to
the face, e.g., hair style or background, a pre-processing
procedure was applied to all the images from the database.
The procedure first aligned, i.e., rotated and scaled, the
images in such a way that the eye-centers were located at pre-
defined position2, then cropped the face-region to a fixed size
of 64×64 pixels and finally used a photometric normalization
technique to reduce the impact of the lighting conditions
present during the image-acquisition stage on the appearance
of the images. Some examples of the pre-processed images
form the ORL database are shown in Fig. 1.

Fig. 1. Examples of the pre-processed images from the ORL database

For experimental purposes the 10 images of each subject
in the database were randomly partitioned into two non-
overlapping image-groups: the first group was used for
training, while the second group was employed for testing.

2Note that the coordinates of the eye-centers were located manually.

For assessing the performance of the recognition techniques
five sets of experiments were performed. In the first set one
images of each subject was chosen to serve as the training
image, while the remaining images were used for testing. In
the second set, the number of randomly selected training im-
ages was increased to two, in the third to three, in the fourth
to four and in the last set the number of training images was
set to five. Of course, the left over images, i.e., not used for
training, from each set of experiments were employed for the
performance assessment. All the experiments were repeated
five times (with five different partitions of the facial images
into the training and test groups), hence, the recognition
results presented in the following section are presented in
terms of the average rank-one recognition rates. Here, the
rank-one recognition rate (RORR) denotes the percentage
of correctly recognized images, while the average rank-one
recognition rate represents the mean value of the RORR over
several repetitions of the experiments.

VI. EXPERIMENTS

As already indicated in the previous section, our experi-
ments aimed at assessing the recognition performance of the
(linear and non-linear) regression techniques PCR, PLSR,
KPCR and KPLSR and compare their performance to that
of some established discriminative recognition techniques. To
that end, two discriminative approaches were implemented,
trained (using the protocol described in Section V) and tested
on the ORL database, namely, the linear Fisherface (or linear
discriminant analysis - LDA) approach [5] and the non-
linear Generalized discriminant analysis (GDA) approach
[6]. The results of the experiments are presented in Fig. 2
and Table I - here the symbol N/A denotes that the method
is not applicable considering the available number of training
images.
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Fig. 2. Average RORRs in respect to different numbers of training images

Amongst the linear methods the PLSR approach per-
formed the best for all numbers of training images, followed
in order by the PCR and LDA techniques. Among the non-
linear methods the best recognition rates were still achieved



TABLE I
AVERAGE RANK-ONE RECOGNITION RATES IN % FOR THE IDENTIFICATION EXPERIMENTS PERFORMED ON THE ORL DATABASE

No. of training samples LDA PCR PSLR GDA KPCR KPSLR
1 N/A 65.8 71.7 N/A 64.1 65.2
2 69.8 86.9 88.1 82.0 80.3 82.1
3 90.2 93.2 93.9 91.1 86.8 91.5
4 93.4 92.9 95.0 94.4 91.3 95.4
5 94.7 96.5 97.5 95.2 92.5 95.0

by the non-linear form of the PLSR technique, however, the
difference to the GDA and KPCR methods has decreased.
Interestingly, while the GDA performed better than its lin-
ear counterpart, the non-linear versions of the regression
techniques performed worse than the linear ones. Thus, the
best recognition rate overall was observed with the PLSR
approach.

The results clearly show the potential of the regression
techniques for face recognition. Not only that they are
applicable in the most severe case of the SSS, i.e., when
only one face image per subject is available for training,
they also achieve recognition rates comparable to those of
the discriminative techniques.

VII. CONCLUSION

In this paper four sub-space projection-based regression
techniques were introduced to the field of face recognition
and tested for their face-recognition accuracy. Their perfor-
mance was assessed on the ORL database and subsequently
compared to that of two established discriminative feature-
extraction techniques, i.e., linear and generalized discrimi-
nant analysis. Our experimental results show that regression
technique successfully cope with the small sample size
problem of face recognition while simultaneously achieving
recognition rates comparable to those of the more established
discriminative feature-extraction approaches.
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